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ABSTRACT  
 
This paper presents the feasibility study of the least-squares (LS) method designed for an advanced 
three dimensional (3-D) core power distribution monitoring calculation of pressurized water reactors 
(PWR’s) and its applicability to the Yonggwang unit 3 (YGN-3) PWR in terms of computational 
speed and accuracy. The method here makes use of the solution to the normal equation which is 
derived from solving the over-determined system of equations comprising the fixed in-core detector 
response equations and the nodal neutronics design equations in the least-squares principle. In order to 
ensure high computational accuracy and speed of power distribution monitoring calculations, the non-
linear analytical nodal method (ANM) is employed for accurate core neutronics calculations and a 
preconditioned conjugate gradient normal residual (CGNR) iteration algorithm is adopted for the 
speedy solution to the normal equation. The applicability of the least-squares method for the core 
power distribution monitoring of the YGN-3 PWR Cycle 1 core is examined by pure numerical 
experiments in which the reference 3-D power distribution is calculated by the 36 node-per-fuel-
assembly (N/A) non-linear ANM, simulated detector signals are derived from the reference power 
distribution to establish detector response equations, the 3-D monitored core power distribution is 
obtained from the 1 N/A or 4 N/A solution to the normal equation and compared with the reference 
power distribution to determine the prediction accuracy. It is shown that the least-squares method can 
predict a very accurate 3-D power distribution within the acceptable computation time of a few 
seconds on the 733 MHz PC.  
 
 

1. INTRODUCTION 
 

 
 (1) 

The detailed 3-D core power distribution monitoring in operating power reactors is prerequisite to 
ensure that various safety limits imposed on fuel pellets and fuel clad barriers are not violated during 
operation. Most commercial power reactors have some type of fixed or movable in-core detectors and 
ex-core detectors installed in the reactor to get the on-power measurement information on the core 
power or flux distribution. They are also equipped with an on-line or off-line core power or flux 
distribution monitoring program to estimate the 3-D power or flux distribution by combined use of the 
detector signals and pre-calculated constants at the core design stage. The YGN-3 PWR[1], the first 
ABB Combustion Engineering (ABB-CE) PWR in Korea, has self-powered rhodium fixed in-core 
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neutron detectors installed at 45 fuel assembly (FA) sites in five axial levels. The CECOR code[2,3] 
converts the rhodium detector signals to detector box powers using pre-determined constants and then 
determine the uninstrumented FA powers using pre-calculated coupling coefficients (CC’s) defined as 
the inverse ratio of the power of a given FA to the average power of the four surrounding FA’s at each 
detector level. The detailed FA axial power distribution is also determined by fitting the five detector 
box powers along each FA by five-mode Fourier series. The Wolsung unit 1[4], the first CANadian 
Deuterium Uranium (CANDU) reactor in Korea, has fixed in-core vanadium detectors installed at its 
102 core sites. The CANDU on-line flux mapping system[5] converts the 102 vanadium detector 
signals to thermal fluxes at the detector sites and then map out the 3-D flux distribution by the least-
squares fitting of the measured thermal fluxes to a linear expansion of pre-calculated flux modes. 
For more improved core power monitoring than the existing procedures, there have been studies to 
improve the prediction accuracy of current methods[6-8] and the methods using directly the core 
neutronics design equations have been proposed. Chan[9] proposed solving the core neutronics design 
method equations directly to improve the existing least-squares flux mapping calculations of CANDU 
reactors in keeping with rapidly advancing computer technology. Motivated by Chan’s proposal, Kim 
et al.[10] examined the feasibility of a method that solves the nodal group diffusion equations for 
uninstrumented nodes with the internal boundary conditions derivable from the rhodium in-core 
detector signals imposed on instrumented nodes. Hideo[11] developed a method solving the 
observation equations comprising three-dimensional nuclear-thermal-hydrodynamic diffusion 
equation and the relationship equation linking the measured to the calculated quantities like power 
and flux distributions. He introduced the residual vector into the observation equations and formulated 
the least squares method equation to be solved for estimation of most probable power distribution in 
Boiling Water Reactors by minimizing the Euclidean norm of the residual vector of the observation 
equations in which neutronics model of the FLARE code[12] is used. Recently, Pogosbekyan et al.[13] 
developed a variational formulation that uses the numerical solution to the group diffusion equation 
and the in-core and ex-core measurements for on-line core power distribution calculation. Because the 
utilization of detector response equations in addition to the neutronics equations forces one to solve an 
over-determined system of equations for the power distribution calculation, they resorted to the 
variational principle to derive the system equations that need be solved for the power distribution 
calculation. The purpose of this paper is to present an alternative least-squares fitting formulation for 
solving the over-determined system of equations comprising the fixed in-core detector response 
equations and the non-linear nodal group diffusion theory equations and to examine its applicability to 
3-D core power distribution monitoring calculation for the YGN-3 PWR in terms of computational 
speed and accuracy.  
As shown in the introductory numerical analysis textbook[14], the least-squares method is the well-
known method of solving the over-determined system of equations. The least-squares method for the 
solution to the over-determined system of equations leads one to solve the normal equation. There are 
several iterative solution algorithms aimed at solving the normal equation speedily and thus enhancing 
the computational efficiency of the least-squares method here. In order to ensure the acceptably 
efficient solution to the normal equation, we adopt the preconditioned conjugate gradient normal 
residual (CGNR) method[15]. The preconditioner is taken as a diagonal matrix which can be obtained 
from the diagonal elements of the matrix characterizing the normal equation. In the following section 
we will present the non-linear analytic nodal method (ANM) as the neutronics calculational model 
and the rhodium detector response equations, derive the normal equation using the least-squares 
principle for the solution to both the non-linear ANM and detector response equations, and examine 
the applicability of the least-squares method for the core power distribution monitoring in YGN-3 
purely through numerical experiments.  
 
 

 
 (2) 

2. DESCRIPTION OF THE LEAST-SQUARES METHOD 
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2.1 NON-LINEAR NODAL GROUP DIFFUSION THEORY 
 
The neutronics design method of YGN-3 is based on the ROCS code[16], the ABB-CE neutronics 
design code based on the nodal expansion method solution to the two-group diffusion equation. In 
order to be able to conduct the power distribution monitoring calculation as effectively as the design 
ROCS code in computational accuracy and speed, we adopt the non-linear ANM[17] based on two-
node kernels. Suppose that the power distribution monitoring as well as acquisition of the in-core 
detector signals is made for the steady state PWR core. The two neutron group nodal balance 
equations for the steady state core can be expressed in the matrix form as follows; 

1
effk

φ φ− =M F q  .    (1) 

M is NGxNG matrix which represents leakage, absorption, and inter-group transfer of neutrons while 
F is NGxNG diagonal matrix which represents the fission reaction. φ  and q are NG dimensional 
flux and external source vectors. N here refers to the total number of spatial nodes and G the total 
number of neutron groups in the ANM calculation. 
 
2.2 DETECTOR RESPONSE EQUATION  
 
The current signal from a given rhodium in-core detector of YGN-3 PWR represents an integral of 
(n,e) reaction rates by the Rh-104 nuclides taking place in the sensitive volume of the detector. For the 
purpose of core power distribution monitoring in YGN-3 this signal is converted to the fission power 
of the detector box, i.e., the parallelepiped segment of the instrumented FA extending over the full 
axial length of the detector in the instrumented FA, by using the signal-to-power factor (W’). Treating 
the detector box power as the detector output, one can establish a set of the detector response 
equations by relating the detector box power to the nodal fluxes of the nodes containing the rhodium 
detector, i.e., instrumented nodes as follows; 
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where  
  = the fission power of detector box I d

IP
,d mP = the fission power of the instrumented node m belonging to detector box I I

mφ  = the nodal g (1 or 2) group flux of the spatial node m g
mV  = the volume of the instrumented node m belonging to detector box I. 

 dN  = the total number of rhodium in-core detectors 
Putting Eq. (2) for all the detectors in the core in matrix form, one can obtain the matrix form of the 
detector response equations,   

 φ =D s  .        (3) 
D is NdxNG square matrix. s is Nd dimensional signal vector that can be constructed by detector box 
powers.  
The detector response equation (2) treats the detector box power converted from the electric current 
output of rhodium detector as the detector signal. Because the rhodium detector output can also be 
processed to other quantities like the reaction rate or the neutron flux of the instrumented node, one 
can express Eq. (2) in the other form. To show one such example, let us assume that the ratio of 

to  is equal to the one which can be predicted by a neutronics calculation as follows;  ,d m
IP d

IP

 
 (3) 
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where  corresponds to the predicted fission power of the instrumented node m belonging to 
the detector box I. By definition  is given by  
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Suppose that the thermal to fast flux ratio in the instrumented node is equal to the predicted one, i.e.,  
,

2 1 2 1[ / ] [ /pred m pred mm mφ φ φ φ≅ .     (6) 
Then, equation (5) becomes 
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From Eqs. (6) and (7) 
,,

1 1( / )pred m pred mm d m
I IP Pφ =  .    (8) 

,,
2 2( / )pred m pred mm d m

I IP Pφ =  .    (9) 
Equations (8) and (9) can be utilized as the detector response equation and can be put in the same 
matrix form as Eq. (3). In this case  is a unit matrix and the terms in the right hand sides of Eqs. 
(8) and (9) become the elements of the signal vector s. 

D

 
2.3 NORMAL EQUATION 
 
Equations (1) and (3) are the equations to be solved for the core power distribution monitoring 
computations in this paper. Equation (1) is currently the most popular basis of the light water reactor 
design codes due to the fact that it yields highly accurate solution for various neutronics design 
applications. Yet it is not free from uncertainties resulting from the two-group diffusion theory 
modeling, nodal solution method, homogenized cross section input preparation, etc. Equation (3) has 
also several uncertainties such as the statistical uncertainty of detector itself, signal processing 
uncertainty or macroscopic cross section uncertainty of detector material. This means that one has to 
deal with uncertain system of equations, no matter how small the uncertainties in these equations are. 
On the other hand, Equations (1) and (3) form an over-determined system of equations that has more 
number of equations than the unknown nodal fluxes. Partly because Eqs. (1) and (3) have unspecified 
uncertainties and partly because they form the over-determined system of equations, we resort to the 
least-squares principle to obtain solution to them. In doing so, we put Eqs. (1) and (3) in a single 
matrix form like, 

φ =A b        (10)  
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W  is a positive diagonal weight matrix with nonnegative diagonal elements. It is a measure of 
relative importance of Eq. (3) over Eq. (1) in core power distribution monitoring computation. 
The least-squares solution to Eq. (10) is the flux vector that minimizes 2- φb A , i.e., the L2 norm of 

the residual vector, ( ) (- - )φ φTb A b A . It satisfies the well-known normal equation given by  
φ =T TA A A b   or     (12) ; andφ = = =TR c R A A c ATb

where  is the transpose of matrix .  TA A
The normal equation (12) is equivalent to Eq. (6) in reference 11 and Eq. (2) in reference 13 that 
Hideo[11] and Pogosbekyan et al.[13] derived using the minimization of residual vector and the 
variational principle, respectively. It is regarded as a compromise between two solutions of Eqs. (1) 
and (3). As we will show later, however, it must be noted that, if one imposes a heavy weighting on 
Eq. (3) with  having large positive diagonal elements, the solution of the normal equation (12) 
approaches to the one that satisfies Eq. (3) more closely than Eq. (1).  in Eq. (12) is NGxNG 
positive definite symmetric matrix. If NG is large, it is computationally inefficient to construct the 
matrix 

W
TA A

R  explicitly and then to solve the linear equation φ =R c  because a large memory space and 
computing time are required. Therefore, iterative approaches which do not require the explicit 
enumeration of the elements of the matrix  in solving the normal equation (12) are 
desirable. For this reason, we adopt herein the so-called preconditioned CGNR iteration algorithm.  

R)(AAT =

 
 

3. NUMERICAL RESULTS AND DISCUSSION  
 
The applicability of the least-squares formulation is examined by purely numerical experiments for 
core power distribution monitoring in the YGN-3, the first ABB-CE PWR in Korea which has the 
fixed in-core rhodium detectors installed at the 45 FA sites in five axial levels, as shown in Figure 1. 
For the numerical experiment, reference 3-D power distributions in the YGN-3 Cycle 1 core are 
calculated and presumed to be the true 3-D power distributions. Then the simulated detector box 
signals are constructed using the 3-D flux or nodal powers at instrumented nodes from the reference 
calculations, normal equation is solved with the simulated detector box signals as the sole input, and 
the monitored 3-D power distributions are obtained from the solution to the normal equation. Finally 
comparison of the monitored and the reference 3-D power distributions is made to establish prediction 
accuracy of the least-squares monitoring computation. To validate the least-squares formulation, one 
may use the rhodium detector measurements in the YGN-3 Cycle 1 core instead of simulated detector 
box signals. Considering the fact that not only the true power distribution but the exact core states in 
terms of isotopic composition and thermal-hydraulic conditions at the time of monitoring in the 
operating reactor are never known, it becomes prohibitedly difficult to isolate the prediction errors of 
the least-squares formulation alone and to make a fair evaluation on the validity of the formulation. 
This is why we adopted the numerical experiments as described above.  
The least-squares formulation requires solving the normal equation, Eq. (12), for the unknown nodal 
fluxes. The normal equation appears very different from the non-linear ANM equation (1). Provided 
that there were no uncertainties in two-group neutronics model, non-linear ANM solution, and 
detector box power signals, etc., however, the solution to Eq. (12) must reproduce the same power 
distribution that one can obtain from solving Eq. (1) alone. In order to check this, we calculated a 3-D 
power distribution from 4 N/A non-linear ANM calculations and presumed it to be the true 3-D power 
distribution. We used the non-linear ANM fluxes and nodal powers at the instrumented nodes to 
simulate the 225 detector box powers. With the simulated detector box powers as the input, we then 
obtained the 4 N/A solution to the normal equation (12) and confirmed that the 4 N/A solution to the 
normal equation produces the same 3-D power distribution as the one that results from the 4 N/A non-
linear ANM solution to Eq. (1). This result demonstrates the robustness of the least-squares 

 
 (5) 



PHYSOR 2002, Seoul, Korea, October 7-10, 2002 
 

formulation in the sense that, if there were no uncertainties in the neutronics model, numerical 
solution methods, detector signals, etc., the least-squares formulation could produce the true power 
distribution. 
Besides being robust, the least-squares formulation can produce more accurate 3-D power distribution 
than the design calculation by the non-linear ANM. Table 1 shows comparison of the 1 N/A core 
power distribution calculations for YGN-3 Cycle-1 core at the beginning of cycle (BOC) 20% power, 
the middle of cycle (MOC) 100% power and the end of cycle (EOC) 100% power by the non-linear 
ANM without the use of detector signals, the non-linear ANM in which detector signals are used as 
internal boundary conditions for instrumented nodes[10], the least-squares formulation. The figures in 
Table 1 represent the maximum and mean relative nodal power errors of the 1 N/A calculation 
methods with respect to the 36 N/A non-linear ANM calculation which is taken as the reference 3-D 
nodal power calculation. For both 1 N/A and 36 N/A calculations, each FA is divided into 26 axial 
nodes; two reflector nodes, 12 instrumented nodes and 12 uninstrumented nodes. For the 12 
instrumented axial nodes, the 40-cm-long rhodium detectors located near the top and the bottom of 
the core are divided into three axial (10, 10, 20 cm) nodes each while three other inner detectors into 
two equal-length (20, 20 cm) nodes each. Table 1 shows that the least-squares formulation predicts the 
3-D reference nodal power distribution more closely than two other methods. The non-linear ANM 
without using simulated detector signals show the core mean and maximum relative nodal power 
errors at BOC are 1.03 and 2.42 %, respectively, while the non-linear ANM that uses the detector 
signals as internal boundary conditions for instrumented nodes 0.87 and 2.24 %, respectively. In 
contrast to these results, the least-squares formulation reduces the relative nodal power errors by about 
an order throughout the cycle. For further examination, Figure 2 shows the 1 N/A normalized radial 
FA power distributions by the non-linear ANM with and without simulated detector signals in 
comparison with the 36 N/A reference calculation. Table 2 presents the similar comparison of the 3-D 
power distribution calculation methods in terms of the 4 N/A nodal calculations. It is noted that the 4 
N/A calculations reduce significantly relative FA power errors in comparison with the corresponding 1 
N/A calculations. These results show clearly that the least-squares formulation can lead to highly 
accurate core power distribution monitoring calculations.  

 
 (6) 

It is worthy to note from Tables 1 and 2 and Figure 2 that the relative nodal power errors of 
instrumented nodes are much less than those of the uninstrumented nodes in the least-squares 
formulation but that relative nodal power errors of the non-linear ANM without the use of the detector 
signals are of about the same magnitude regardless of the instrumented and uninstrumented nodes. 
Considering that the detector signals represent the fact-of-life information for the actual power 
distribution in the operating reactor, one may argue that the detector response equations should be 
solved as exactly as possible in any core power distribution monitoring formulation. From this 
standpoint, the least-squares formulation has a desirable feature due to the strikingly small relative 
power errors of the instrumented nodes as displayed by the above results. Actually, the nodal power 
error trend like this in the least-squares formulation depends on the choice of the positive diagonal 
weighting matrix, W, which measures the relative importance of the detector response equations over 
the non-linear ANM equations in core power distribution monitoring calculations. Table 3 shows the 
nodal power error trend of the 1 N/A least-squares monitoring calculations as a function of ω. Note 
that we let W=cωI, in which I is the unit matrix, c the scaling constant, and ω the relative weighting 
constant. The scaling constant here is 1 if the detector flux signals are used at the instrumented nodes 
while it is the ratio of the sum of all the detector box fission rate to the sum of all the detector box 
power if the detector box power signals are used. The larger ω means that more importance, is given 
to the detector response equations and thereby results in the least-squares solution that satisfies the 
detector response equations more closely. The mean relative nodal power errors of the instrumented 
nodes reduce monotonically to less than 0.1 % with increasing w from 0.001 to ω=1. The further 
reduction of these errors is hardly noticeable for w larger than 1. Note that the results of Tables 1 and 
2 and Figure 2 are obtained with ω=1. 
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The computing time of the least-squares core power distribution monitoring calculation depends on 
the iterative schemes and the convergence criterion for the solution to the normal equation and how to 
represent the detector signals in the detector response equation. Table 4 presents the effect of the 
preconditioning on the CGNR iterative schemes and which way to represent the detector signals, 
detector box power or nodal flux at the instrumented nodes, on the computing time of the least-
squares calculation. As noted from this table, the preconditioned-CGNR by the diagonal matrix 
formed from the diagonal elements of  as the preconditioner turns out fairly effective. 
Representing the detector signal by the nodal flux at each instrumented node is more effective than 
that by the detector box power. Table 5 shows the effect of the convergence criterion on the 
computing time. The convergence criterion taken here is the maximum fractional change of the nodal 
fluxes at two consecutive iterations,  

TA A

1

1
max

m m
n n

m
n

φ φ
φ
+

+

− , where n is the iteration index. Note that, when this falls below 1.0x10-4, the 

acceptably well-converged solution to the normal equation (12) is obtained.  
In order to investigate the effect of the detector reading errors, the several sets of the normal 
distribution signal errors are applied to the simulated detector signals and the 3-D average nodal 
power errors based on the 1N/A least-squares method are compared. It is known that the detector 
readings have the normal distribution errors. The normal distribution signal errors are generated by 
the rejection technique using the random sampling. Each signal error is multiplied to the simulated 
detector signal and the signal value is changed as much as the amount of error. Table 6 shows the 
average power errors of all nodes and detector boxes when the normal distribution signal errors are 
applied to the simulated detector signals. It is noticeable that the average errors of the core power 
distribution are less than the average signal errors for all cases. 
The least-squares formulation is quite different from the CECOR method (CE) that is currently in use 
for the YGN-3 and the Lagrange multiplier CE (LACE) method[8] that is proposed as an improved 
CECOR method. Because these methods uses the pre-calculated coupling coefficients (CC’s) for 
radial power distributions at each axial detector level, the prediction accuracy of radial power 
distribution depends on how good the CC’s are for the power distribution calculation of the given 
reactor state. Table 7 compares the radial power distributions of the 40-cm-long FA segments 
extending over the full length of the rhodium detectors positioned at the five detector levels. CC’s are 
produced from 4 N/A non-linear ANM calculation, in accordance with the current design practice. It is 
interesting to observe that the CE and LACE methods predict the almost identical, highly-accurate 
radial power distributions as the 4 N/A least-squares formulation at all the five detector levels. But it 
must be noted that the highly-accurate results of the CE and LACE methods are fortuitous because the 
core for which power distribution monitoring calculation is to be made and the core for which CC’s 
are generated are identical from the standpoint of neutronics calculation, that is, in terms of isotopic 
compositions and thermal-hydraulic conditions. Because isotopic compositions and the thermal-
hydraulic conditions of the core used for pre-calculation of CC’s are hardly expected to match exactly 
those of the monitored operating core, this mismatch may cause errors of unspecified magnitude in 
power distribution monitoring calculations by CC’s. The errors may become larger depending on the 
degree of the mismatch between the states of the two cores; monitored core and core from which CC’s 
are prepared. Table 8 compares the radial power distribution monitoring calculation errors of the 4 
N/A least-squares, CE and LACE methods for two EOC cores; all-rods-out (ARO) core and the core 
where the lead regulating bank 5 is partially inserted into 245 steps. Radial power distribution here 
refers to that of the 40-cm-long FA segments at each detector level. Reference power distributions are 
obtained by the 36 N/A non-linear ANM. CC’s for the core with partially inserted rods are obtained by 
using two sets of CC’s generated from the 4 N/A non-linear ANM calculations for the two core states 
of ARO and the bank 5 rods fully inserted. CE and LACE methods use the CC’s from the bank 5 fully 

 
 (7) 
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inserted case for the levels containing bank5 and the CC’s from the ARO case for the unrodded levels. 
Note that, for the EOC ARO core, the radial power distribution errors of the least-squares, CE and 
LACE methods are small and comparable with each other. In contrast to this, CE and LACE methods 
show a bit larger errors in radial power distributions for core having partially inserted rods than those 
for the ARO core. Needless to point out, this is attributed to the use of the approximate CC’s that are 
generated from the core states different from the monitored core state. The least-squares method is not 
subject to this kind of error because it models the monitored core state as it is. That is why the radial 
power distribution errors of the least-squares method are the same for the two EOC cores, regardless 
of whether all the rods are out or inserted.     
CE and LACE methods calculate the FA axial power distributions by interpolating the five-level 
detector box powers along the instrumented FA by five-mode Fourier series expansion. It is observed 
that they tend to be inaccurate for certain axial power shapes such as saddle power shapes. Figure 3 
illustrates that the CECOR method does not produce the axial power shapes in the MOC and EOC 
core of the YGN-3 so well as the least-squares formulation here. We observe that the root mean square 
error of the axial power error by the CECOR method is 4.31% while that of the least-squares method 
0.13% at YGN-3 EOC ARO core.  
 
 

4. CONCLUSIONS 
 
The on-line 3-D core power distribution monitoring calculation directly from neutronics design 
methodology is very desirable not only for monitoring the plant operating conditions accurately, but 
for securing the predictive capability of the core power behavior following the core maneuvering. In 
view of this, the fore-going results show that the least-squares method of the fixed in-core detector 
response equations and the non-linear ANM equations are very promising in terms of the prediction 
accuracy and computing time for developing the desired power distribution monitoring program in the 
PWR’s. Besides, considering the prospect of ever-accelerating computational speed of the computers 
these days as well as potential economic benefit to be gained from increased operational margin 
through the more accurate power distribution monitoring, the least-squares method here merits further 
investigation as a useful basis of developing core power distribution monitoring program in PWR’s. 
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Figure 1.  

Fixed Rhodium In-core Detector Location of Yonggwang Unit 3 
 
 
 

Table 1.  Prediction Accuracy of 1 N/A Core Power Distribution Calculation Methods 
 

All Nodesb 

 
(4248 nodes) 

Uninstrumented
Nodes 

(3708 nodes) 

Instrumented 
Nodes 

(540 nodes) 

Detector Boxes
 

(225 boxes) 

Core 
State 

(Burnup) a 
Methods 

εavg
c εmax

d εavg
c εmax

d εavg
c εmax

d εavg
c εmax

d

BOC 
(0.000) 

Non-linear ANM 
Least-squares 

IBCMe 

1.03 
0.23 
0.87 

2.42 
1.59 
2.24 

1.03 
0.25 
0.99 

2.42 
1.59 
2.24 

1.06 
0.08 
0.04 

2.36 
0.42 
0.18 

1.07 
0.03 
0.04 

2.30 
0.11 
0.16 

MOC 
(6.601) 

Non-linear ANM 
Least-squares 

IBCMe 

1.28 
0.31 
1.11 

3.38 
1.89 
3.19 

1.27 
0.33 
1.25 

3.38 
1.89 
3.19 

1.33 
0.14 
0.16 

2.92 
0.89 
0.50 

1.31 
0.07 
0.13 

2.57 
0.23 
0.29 

EOC 
(13.418) 

Non-linear ANM 
Least-squares 

IBCMe 

1.15 
0.33 
0.98 

3.47 
2.47 
3.29 

1.15 
0.37 
1.12 

3.47 
2.47 
3.29 

1.17 
0.10 
0.07 

2.40 
0.69 
0.35 

1.17 
0.04 
0.03 

2.35 
0.20 
0.10 

aBurnup(MWD/KgU). 
bThe figure in the bracket denotes the number of nodes based on 1 N/A computation or detector boxes. 
cAverage relative power error. 
dMaximum relative power error. 
eInternal Boundary Condition Method; the non-linear ANM in which detector signals are used as 
internal boundary conditions for the instrumented nodes. 
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Table 2.  Prediction Accuracy of 4 N/A Core Power Distribution Calculation Methods 
 

All Nodesa 

 
(16992 nodes)

Uninstrumented
Nodes 

(14832 nodes)

Instrumented 
Nodes 

(2160 nodes) 

Detector Boxes
 

(225 boxes) 

Core 
State 

(Burnup) 
Methods 

εavg εmax εavg εmax εavg εmax εavg εmax 
 

BOC 
(0.000) 

Non-linear ANM 
Least-squares 

IBCM 

0.13 
0.09 
0.11 

0.34 
0.32 
0.33 

0.13 
0.10 
0.12 

0.34 
0.32 
0.33 

0.12 
0.02 
0.01 

0.34 
0.09 
0.04 

0.13 
0.01 
0.00 

0.33 
0.03 
0.02 

 
MOC 

(6.601) 

Non-linear ANM 
Least-squares 

IBCM 

0.33 
0.08 
0.28 

0.84 
0.53 
0.86 

0.32 
0.09 
0.31 

0.84 
0.53 
0.86 

0.34 
0.03 
0.04 

0.84 
0.29 
0.15 

0.34 
0.01 
0.03 

0.83 
0.08 
0.06 

 
EOC 

(13.418) 

Non-linear ANM 
Least-squares 

IBCM 

0.31 
0.10 
0.27 

0.91 
0.79 
0.85 

0.31 
0.11 
0.30 

0.91 
0.79 
0.85 

0.32 
0.05 
0.03 

0.81 
0.30 
0.14 

0.32 
0.03 
0.02 

0.80 
0.11 
0.05 

aThe figure in the bracket denotes the number of nodes based on 4 N/A computation or detector boxes. 
 
 
 
Table 3.  Nodal Power Error Trend as a Function of ω, Relative Weighting Constant for the Detector 

Signal Equations 
 

All Nodes 

 
(4248 nodes) b

Instrumented 
Nodes 

(540 nodes) b 

Uninstrumented 
Nodes 

(3708 nodes) b 

Detector Boxes 
 

(225 boxes) b 

Core 
State 

(Burnup) a 

ω 
Relative 

Weighting
Constant εavg εavg εavg εavg 

 
BOC 

(0.000) 

1.0E-03 
1.0E-02 
5.0E-02 
1.0E-01 
1.0E+00
1.0E+01

1.03 
0.99 
0.53 
0.32 
0.23 
0.23 

1.06 
1.01 
0.51 
0.25 
0.08 
0.08 

1.03 
0.98 
0.53 
0.33 
0.25 
0.25 

1.07 
1.02 
0.53 
0.26 
0.03 
0.03 

 
MOC 

(6.601) 

1.0E-03 
1.0E-02 
5.0E-02 
1.0E-01 
1.0E+00
1.0E+01

1.28 
1.28 
0.75 
0.50 
0.31 
0.31 

1.33 
1.33 
0.73 
0.38 
0.14 
0.14 

1.27 
1.27 
0.76 
0.52 
0.33 
0.33 

1.31 
1.31 
0.73 
0.39 
0.07 
0.07 

 
EOC 

(13.418) 

1.0E-03 
1.0E-02 
5.0E-02 
1.0E-01 
1.0E+00
1.0E+01

1.15 
1.10 
0.70 
0.50 
0.33 
0.33 

1.17 
1.11 
0.62 
0.34 
0.10 
0.10 

1.15 
1.10 
0.71 
0.52 
0.37 
0.37 

1.17 
1.11 
0.63 
0.34 
0.04 
0.04 

aBurnup(MWD/KgU).  bThe number of nodes(or boxes) based on 1 N/A computation. 
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Table 4. The CPU Time* of the Least-squares Method Calculations versus the Iteration Scheme and 
the Way to Represent the Detector Signals   

 
CGNR Preconditioned CGNR Core State 

(MWD/KgU) Detector Box 
Power Signals 

Nodal Flux 
Signals 

Detector Box 
Power Signals 

Nodal Flux 
Signals 

BOC (0.000) 3.94 3.11 1.85 1.47 
MOC (6.601) 4.17 3.43 2.16 1.55 
EOC (13.418) 4.30 3.25 1.82 1.58 

*CPU time(sec.) of 1N/A computation on the WIN-OS PC-733 MHz machine. 
 
 
 

Table 5.  Effects of the Convergence Criterion on the CPU Time of the Least-squares Method 
Calculations 

 
Convergence Criterion 

1.0E-03 1.0E-04 1.0E-05 1.0E-06 
 

Core State 
(MWD/KgU)  

εavg
a 

CPU 
Time 
(Sec.) 

 
εavg

a 
CPU 
Time 
(Sec.)

 
εavg

a 
CPU 
Time 
(Sec.)

 
εavg

a 
CPU 
Time 
(Sec.)

BOC ( 0.000) 
MOC ( 6.601) 
EOC (13.418) 

0.26 
0.32 
0.36 

0.58 
0.63 
0.59 

0.23 
0.31 
0.33 

1.07 
1.11 
1.16 

0.23 
0.31 
0.33 

1.47 
1.55 
1.58 

0.23 
0.31 
0.33 

1.89 
1.99 
1.98 

aAverage of relative nodal power errors. 
 
 
 

Table 6. Core Power Distribution Prediction Errors of the Least-squares Method Calculations for 
Normally Distributed Detector Signal Errors* 

 
Standard Deviation s of Normal Error Distribution Applied to 

Detector Signals No Error Applied 
1.0 % 3.4 % 5.0 % 

εavg εavg εavg εavg 
Core State 

(MWD/KgU) 

All 
Nodes 

Detector 
Boxes 

All 
Nodes 

Detector 
Boxes 

All 
Nodes 

Detector 
Boxes 

All 
Nodes 

Detector 
Boxes 

BOC(0.000) 
MOC(6.601) 
EOC(13.418) 

0.23 
0.31 
0.33 

0.03 
0.07 
0.04 

0.57 
0.57 
0.59 

0.80 
0.80 
0.79 

1.74 
1.66 
1.65 

2.68 
2.66 
2.65 

2.60 
2.48 
2.45 

4.03 
3.99 
3.97 

*Normal distribution of percent errors with zero mean. 
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A      B      C      D      E      F      G      H      J      K      L      M      N      P      R 
 
      1                                            0.544  0.769  0.875  0.769  0.544 
                                                    2.24   1.91   1.61   1.91   2.24 
                                                    0.17   0.30   0.02   0.08   0.57 
  
      2                              0.565  0.922  1.093  1.151  1.192  1.151  1.093  0.922  0.565 
                                      1.95   1.65   1.18   0.91   0.81   0.91   1.18   1.65   1.95 
                                      0.00   0.02  -0.08  -0.04  -0.14  -0.16  -0.01   0.31   0.14 
  
      3                       0.682  1.111  1.229  0.894  1.168  1.122  1.168  0.894  1.229  1.111  0.682 
                               1.99   1.79   0.82  -0.02  -0.29  -0.22  -0.29  -0.02   0.83   1.79   1.99 
                               0.31   0.12  -0.04  -0.38  -0.36  -0.32  -0.49  -0.36   0.12   0.69   0.79 
  
      4                0.565  1.111  1.208  0.914  1.214  0.907  1.158  0.907  1.214  0.914  1.208  1.111  0.565 
                        1.95   1.79   0.57  -0.43  -0.83  -1.11  -1.06  -1.11  -0.83  -0.43   0.57   1.79   1.95 
                        0.58   0.61  -0.11  -0.18  -0.15  -0.15  -0.25  -0.42  -0.16  -0.43  -0.02   0.79   0.50 
  
      5                0.922  1.229  0.914  1.219  0.905  1.274  0.898  1.274  0.905  1.219  0.914  1.229  0.922 
                        1.65   0.82  -0.43  -1.03  -1.38  -1.36  -1.59  -1.36  -1.38  -1.03  -0.43   0.83   1.65 
                        0.39   0.00  -0.47  -0.21  -0.17   0.08  -0.29  -0.10  -0.32  -0.47  -0.50   0.14   0.12 
  
      6         0.544  1.093  0.894  1.214  0.905  1.208  0.896  1.140  0.896  1.208  0.905  1.214  0.894  1.093  0.544 
                 2.24   1.18  -0.02  -0.83  -1.38  -1.48  -1.63  -1.47  -1.63  -1.48  -1.38  -0.83  -0.02   1.18   2.24 
                 0.83   0.04  -0.35  -0.34  -0.12   0.07  -0.02   0.02  -0.12  -0.05  -0.38  -0.38  -0.12   0.31   1.08 
  
      7         0.769  1.151  1.168  0.907  1.274  0.896  1.139  1.073  1.139  0.896  1.274  0.907  1.168  1.151  0.769 
                 1.91   0.91  -0.29  -1.11  -1.36  -1.63  -1.52  -1.48  -1.52  -1.63  -1.36  -1.11  -0.29   0.92   1.91 
                 0.58   0.16  -0.14  -0.35   0.02  -0.02   0.23   0.22   0.15  -0.07  -0.06  -0.42  -0.25   0.22   0.68 
  
      8         0.875  1.192  1.122  1.158  0.898  1.140  1.073  0.891  1.073  1.140  0.898  1.158  1.122  1.192  0.875 
                 1.61   0.81  -0.22  -1.06  -1.59  -1.47  -1.48  -1.77  -1.48  -1.47  -1.59  -1.06  -0.22   0.81   1.61 
                 0.09   0.08  -0.13  -0.27  -0.24   0.21   0.33  -0.01   0.20   0.13  -0.27  -0.28  -0.13   0.08   0.08 
  
      9         0.769  1.151  1.168  0.907  1.274  0.896  1.139  1.073  1.139  0.896  1.274  0.907  1.168  1.151  0.769 
                 1.91   0.92  -0.29  -1.11  -1.36  -1.63  -1.52  -1.48  -1.52  -1.63  -1.36  -1.11  -0.29   0.91   1.91 
                 0.69   0.22  -0.25  -0.40  -0.04   0.02   0.29   0.28   0.04  -0.06   0.01  -0.35  -0.14   0.16   0.58 
  
     10         0.544  1.093  0.894  1.214  0.905  1.208  0.896  1.140  0.896  1.208  0.905  1.214  0.894  1.093  0.544 
                 2.24   1.18  -0.02  -0.83  -1.38  -1.48  -1.63  -1.47  -1.63  -1.48  -1.38  -0.83  -0.02   1.18   2.24 
                 1.08   0.31  -0.12  -0.28  -0.21   0.09   0.09   0.29   0.02   0.08  -0.12  -0.34  -0.35   0.04   0.83 
  
     11                0.922  1.229  0.914  1.219  0.905  1.274  0.898  1.274  0.905  1.219  0.914  1.229  0.922 
                        1.65   0.83  -0.43  -1.03  -1.38  -1.36  -1.59  -1.36  -1.38  -1.03  -0.43   0.82   1.65 
                        0.11   0.11  -0.38  -0.12  -0.11   0.12  -0.07   0.16  -0.13  -0.21  -0.47   0.00   0.39 
  
     12                0.565  1.111  1.208  0.914  1.214  0.907  1.158  0.907  1.214  0.914  1.208  1.111  0.565 
                        1.95   1.79   0.57  -0.43  -0.83  -1.11  -1.06  -1.11  -0.83  -0.43   0.57   1.79   1.95 
                        0.32   0.56  -0.06  -0.34  -0.13  -0.32  -0.15  -0.14  -0.15  -0.18  -0.11   0.61   0.58 
  
     13                       0.682  1.111  1.229  0.894  1.168  1.122  1.168  0.894  1.229  1.111  0.682 
                               1.99   1.79   0.83  -0.02  -0.29  -0.22  -0.29  -0.02   0.82   1.79   1.99 
                               0.12   0.50   0.08  -0.36  -0.45  -0.29  -0.36  -0.39  -0.05   0.11   0.31 
  
     14                              0.565  0.922  1.093  1.151  1.192  1.151  1.093  0.922  0.565 
                                      1.95   1.65   1.18   0.91   0.81   0.91   1.18   1.65   1.95 
                                      0.11   0.30  -0.01  -0.15  -0.13  -0.04  -0.09   0.02   0.00 
  
     15                                            0.544  0.769  0.875  0.769  0.544  --- Ref. (36 N/A)          Power 
                                                    2.24   1.91   1.61   1.91   2.24  --- Non-linear ANM (1 N/A) Error(%) 
                                                    0.57   0.08   0.02   0.30   0.17  --- Least-squares  (1 N/A) Error(%) 
  
        Maximum Pos.   Maximum Value  
         (  G,  5 )       1.274 
         (  F,  1 )        2.24 
         (  R,  6 )        1.08 
      
 

Figure 2.  Comparison of Predictions on the Relative Radial Power Distribution at MOC 
The “underline” in relative assembly power denotes the position of fuel assembly with Rhodium 

detector. 
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Table 7. Comparison of Prediction Errors* on the Radial Box Power Distributions of the 40-cm-long 

Axial Fuel Assembly Segments 
 

 
Instrumented Boxes Uninstrumented Boxes All Boxes 

Detector Level Detector Level Detector Level 
Core State 

(MWD/KgU) Computation Method 

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
ANMa 1.06 1.08 1.08 1.07 1.05 1.04 1.05 1.05 1.05 1.04 1.05 1.06 1.06 1.06 1.041 N/A 

LS 0.01 0.01 0.01 0.01 0.01 0.25 0.24 0.24 0.24 0.24 0.19 0.18 0.18 0.18 0.18
ANMa 0.11 0.13 0.14 0.13 0.12 0.12 0.13 0.14 0.13 0.13 0.12 0.13 0.14 0.13 0.12

LS 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.10 0.10 0.10 0.08 0.08 0.08 0.07 0.07
CE 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.10 0.10 0.10 0.08 0.08 0.08 0.08 0.08

BOC 
(0.000) 

4 N/A 

LACE 0.00 0.00 0.00 0.00 0.00 0.10 0.10 0.10 0.10 0.10 0.08 0.08 0.08 0.08 0.08
ANMa 1.50 1.24 1.19 1.27 1.35 1.46 1.14 1.08 1.15 1.38 1.47 1.17 1.11 1.18 1.371 N/A 

LS 0.01 0.01 0.01 0.01 0.01 0.32 0.28 0.26 0.29 0.30 0.24 0.21 0.20 0.22 0.23
ANMa 0.34 0.34 0.35 0.36 0.31 0.35 0.33 0.31 0.31 0.32 0.35 0.33 0.32 0.32 0.32

LS 0.00 0.00 0.00 0.00 0.01 0.09 0.07 0.07 0.08 0.08 0.07 0.06 0.05 0.06 0.06
CE 0.00 0.00 0.00 0.00 0.00 0.12 0.12 0.11 0.12 0.12 0.09 0.09 0.09 0.09 0.09

MOC 
(6.601) 

4 N/A 

LACE 0.00 0.00 0.00 0.00 0.00 0.09 0.08 0.07 0.08 0.08 0.07 0.06 0.05 0.06 0.06
ANMa 1.28 1.20 1.15 1.13 1.08 1.17 1.10 1.07 1.06 1.08 1.20 1.12 1.09 1.08 1.081 N/A 

LS 0.01 0.01 0.01 0.01 0.01 0.28 0.29 0.27 0.28 0.25 0.22 0.22 0.20 0.21 0.20
ANMa 0.35 0.34 0.31 0.31 0.29 0.31 0.31 0.30 0.30 0.30 0.32 0.32 0.30 0.30 0.30

LS 0.00 0.00 0.00 0.00 0.01 0.08 0.08 0.08 0.10 0.10 0.07 0.07 0.06 0.08 0.09
CE 0.00 0.00 0.00 0.00 0.00 0.11 0.12 0.12 0.14 0.14 0.10 0.09 0.09 0.11 0.11

EOC 
(13.418) 

4 N/A 

LACE 0.00 0.00 0.00 0.00 0.00 0.08 0.08 0.08 0.10 0.11 0.07 0.07 0.06 0.08 0.09
No. of Boxes 45 45 45 45 45 132 132 132 132 132 177 177 177 177 177

*The figure denotes the average of relative error; relative error(%)(=|X-A|*100/A); A: reference box power. 
aNon-linear ANM prediction without use of detector signals. 
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Table 8. Comparison of Prediction Errors on the Radial Box Power Distributions of the 40-cm-long 
Axial Fuel Assembly Segments 

 
Instrumented Boxes Uninstrumented Boxes All Boxes 

Detector Level Detector Level Detector Level 
Core State 

(MWD/KgU) Computation Method 

1  2 3 4 5 1  2 3 4 5 1  2 3 4 5
ANM 1.28 1.20 1.15 1.13 1.08 1.17 1.10 1.07 1.06 1.08 1.20 1.12 1.09 1.08 1.081 N/A 

LS 0.01 0.01 0.01 0.01 0.01 0.28 0.29 0.27 0.28 0.25 0.22 0.22 0.20 0.21 0.20
ANM 0.35 0.34 0.31 0.31 0.29 0.31 0.31 0.30 0.30 0.30 0.32 0.32 0.30 0.30 0.30

LS 0.00 0.00 0.00 0.00 0.01 0.08 0.08 0.08 0.10 0.10 0.07 0.07 0.06 0.08 0.09
CE 0.00 0.00 0.00 0.00 0.00 0.11 0.12 0.12 0.14 0.14 0.10 0.09 0.09 0.11 0.11

EOC 
(13.418) 

ARO 4 N/A 

LACE 0.00 0.00 0.00 0.00 0.00 0.08 0.08 0.08 0.10 0.11 0.07 0.07 0.06 0.08 0.09
ANM 1.23 1.16 1.15 1.22 1.15 1.21 1.11 1.08 1.10 1.09 1.21 1.12 1.10 1.13 1.111 N/A 

LS 0.01 0.01 0.01 0.01 0.01 0.28 0.28 0.27 0.29 0.27 0.21 0.21 0.20 0.22 0.20
ANM 0.33 0.33 0.32 0.36 0.33 0.33 0.32 0.30 0.32 0.30 0.33 0.32 0.31 0.33 0.31

LS 0.00 0.00 0.00 0.00 0.00 0.08 0.09 0.09 0.10 0.10 0.06 0.06 0.06 0.07 0.07
CE 0.00 0.00 0.00 0.00 0.00 0.21 0.20 0.13 0.35 0.77 0.15 0.15 0.10 0.26 0.58

EOC 
(13.418) 
Roddeda 4 N/A 

LACE 0.00 0.00 0.00 0.00 0.00 0.11 0.11 0.10 0.31 0.82 0.08 0.08 0.07 0.23 0.61
No. of Boxes 45 45 45 45 45 132 132 132 132 132 177 177 177 177 177

aLead Regulating Bank 5 is inserted into 245 steps.  
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Figure 3.  Comparison of Axial Power Distribution at YGN-3 Cy-1 MOC, EOC 
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